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Note from the Editors

This issue of Optima is a special one — it is due to come outrdou

the one-year anniversary of the tragic accidental death Ibéro

91

The article is organized precisely to follow these ve tapio the
next ve sections, and ends with a farewell section.

1 Integer Programming

Caprara. Alberto had served as an Optima editor for many gear Alberto Caprara made an important and sustained contranutio

and the current editorial board and Alberto's friends faltwould

be tting to dedicate this issue to the overview of his workadn

some of the fond memories shared by Alberto's colleagues avée
very grateful to Andrea Lodi who compiled multiple contrions
of many of Alberto's colleagues into a comprehensive oegrvHe
also collected personal memories from Alberto's friendsjah help
present Alberto's personality for those, who may not havel tea

chance to know him so closely. Thank you, Andrea and all tlre co

tributors.

Due to the special nature of this issue, and also due to hik 60

birthday, we allowed Philippe Toint to take a break from hésial
chair's column. The next issue will contain his farewelucoi as
the MOS chair before he hands over to Bill Cook.
Sam Buirer,
Volker Kaibel
and Katya Scheinberg
Optima editors

Nikhil Bansal, Matteo Fischetti, Giuseppe Lancia,

Adam N. Letchford, Andrea Lodi, Michele Monaci,

Ulrich Pferschy, David Pisinger, Juan-José Salazan&nnza
Maxim Sviridenko, and Paolo Toth

Alberto Caprara (1968—-2012):
Scienti ¢ Contributions

Alberto Caprara died unexpectedly and tragically in a maunger-
ing accident on April 21, 2012. This tragedy has left hisdseand
colleagues with a terrible grief and the feeling of how mughper-
sonal and professional lives will be emptier without himisTaeling

has been shared by many people all over the world that sugdest

multiple ways to remember Alberto. The invitation by ti@ptima
editors to devote the current issue to Alberto has been esipdly

welcome not only because Alberto has been an editor and a sup
porter of Optimafor a long time but also because it gave his friends

and co-authors the chance of getting together and writingapep
outlining the important, often fundamental, scienti ¢ ¢dbutions
Alberto gave in the ve areas of

Integer Programming,

Knapsack and related problems,

(Multi-dimensional) Bin Packing problems,

Computational Biology,

Railway applications.

agrwbdPE

the eld of Integer Programmidgring his career. He was notable
for having used a wide variety of modeling frameworks anatisol
techniques. We cover some of these in the following subsesti

1.1 General-purpose cutting planes

Many algorithms for solving Integer Programs to proven ropti
ity use cutting planesvhich are linear inequalities that are known
to be satis ed by all feasible integer solutions. Over tharge re-
searchers have discovered several families of cuttingpldmat are

t general purpose', in the sense of being applicable to arardge of

problems. Among these are the so-callébvatal-Gomo{@G) cuts,
applicable to any Integer Linear Program (ILP), andsti&cuts,
applicable to any Mixed-Integer Linear Program (MILP).

Caprara and Fischett) considered a special case of the CG
cuts, which they calletb; %g-cuts. They showed that the associated
separation problem (i.e., the problem of detecting whetbenot a
given fractional point violates one of the cuts) is strongfy -hard.
On the other hand, they showed that it is polynomially-sbleain
some important special cases. These results have been ysadry
authors since. See also the follow-up articl by Caprara and co-
authors, where several effective separation heuristic$ cﬂo%g-cuts
were described and tested.
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Caprara et al.46) described the so-called maddeuts, which, for
any integerk
ef cient algorithm for testing whether there exists a madeut that
is violated by the maximum possible amount. By applyinge thees
sults to the traveling salesman problem, they were able ffywand
generalize several previously-known results for that o

As for the split cuts, the complexity of separation for thenasv
a long-standing open problem. It was nally settled in Cegppand
Letchford ¢8), where it was shown that the problem is strongly

NP -hard, even under certain special conditions. Along the, way

hardness was shown for several other classes of inequsalitie

1.2 Special-purpose cutting planes

In parallel with the work on general-purpose cutting plare$uge
effort has been devoted in the literature to the developmenit
special-purposmes, by which we mean those that are tailored to
speci ¢ combinatorial optimization problems. Alberto neaseveral
nice contributions here, too.

Caprara and Salaz&rq; 60) described branch-and-cut algorithms
for the Index Selection Probl@8P), which is a fundamental prob-
lem arising in the physical design of database$9n the cutting
planes were traditionabdd-holénequalities, which have been used
for several other problems in the past. Nevertheless, thpagation
algorithm given in59) exploits the special structure of the ISP in
an elegant manner to obtain a signi cant speed up. The fellpw
article (60) presented a stronger class liftedodd-hole inequalities,
and showed that they too could be separated ef ciently.

Caprara et al.50) presented various families of cutting planes for
a very challenging graph layout problem known ashii@mum Lin-
ear Arrangement probletncutting-plane algorithm based on these
inequalities provided lower bounds that were typically $aonger
than any of the previously-known lower bounds. In many cabkes
bounds were an order of magnitude larger.

In Caprara and Letchford:f), it was shown that cutting planes
could be applied not only to various combinatorial optiniza
problems, but also to certain cooperative games associatill
those problems. Speci cally, it was shown that, if a classutifing
planes for a specic problem satis es a certain conditiolnert it
can be used to compute good “cost shares' for the correspugdi
games. By applying this idea to various games (e.g., tharasst,
2-matching, facility location, traveling salesman anitleetouting
games), they were able to unify and generalize severatséasuhe
literature.

Alberto also developed cutting-plane algorithms for cerfarob-
lems arising in computational biology and railway apmitsitwhich
are discussed in later sections.

On the negative side, Capraras) showed that a natural way of
formulating certain “partitioning’ problems as ILPs isanteed to
perform badly. In particular, he showed that the lower bouram
the LP relaxation of such models will always be both weak awnd t
ial, even if all cutting planes of a particular kind are addecargued
that such problems would be better solved via either Daniiglfe
decomposition or Lagrangian relaxation, discussed next.

1.3 Lagrangian relaxation
Lagrangian relaxation is a standard Integer Programmialito
which certain “complicating' constraints are moved to tligeative
function, leaving a relaxed problem that is typically muasies to
solve. Alberto used this technique to very good effect inesal
articles.

Caprara et al.48) considered a family of very large-sc8ket Cov-

ering Problem(SCPs) that arise in railway and mass-transit appli-

cations. A Lagrangian-based heuristic approach was dewséch
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includes several innovative features, such as (i) a dynaanic

2, form a subclass of the CG cuts. They gave anable pricing scheme using “Lagrangian reduced costs,diigedy

heuristic that gives priority to variables with low Lagriamgre-
duced cost, (iii) the systematic use of variable xing to ued
the problem dimension and (iv) new ways of controlling thepst
size and ascent direction within the subgradient optini@apro-
cedure. This algorithm gave the best known solution value fo
all instances considered, and won the 'FASTER' prize (see Se
tion 5).

In Caprara et al.{9), it was shown that Lagrangian relaxation
can be useful even in the context of an exact algorithm forSi@P,
by providing a way to eliminate (x at zero) a signi cant pop
tion of the variables before entering the branch-and-bopnace-
dure.

Another paper putting Lagrangian relaxation to good effisct
Caprara et al. §8), concerned with theQuadratic Knapsack Prob-
lem(QKP). An exact algorithm was presented, which embeds a La-
grangian relaxation within a branch-and-bound scheme$seton
2). The innovative feature was a new way of relaxing the QKR;tw
results in a small number of independent continuous knapganb-
lems. Although these subproblems can be solved quicklyethét-
ing upper bounds were surprisingly good. As a result, therihgn
was able to solve instances with up to 400 binary variabléghw
was a real breakthrough.

The method for the QKP described in§) was extended to gen-
eral 0-1 Quadratic Prograrfis1 QPs) in Caprara2@). As he ex-
plained in that article, a similar approach had in fact beed in the
past by researchers working on the Quadratic Assignmenblern.
Nevertheless, it was Alberto who was the rst to realize thtte
same framework could be used for general 0-1 QPs.

Alberto also applied Lagrangian relaxation to problemsimjgu-
tational biology and railway applications; see the latetices.

1.4 Some other methods

Although Alberto had a strong interest in cutting planes dwd
grangian relaxation, his work was by no means restrictedhtusé
tools. For the sake of brevity, we mention just three artlef his
that presented completely different approaches to certsjeci c
problems in Integer Programming:

Caprara and Salaza®1) describes an exact algorithm for the
bandwidttproblem, a hard combinatorial optimization problem
that has been studied since the 1960s. Rather than usingr line
programming relaxations, they used an elegant and noiadtibP
relaxation that, despite being a discrete problem, can Heesb
ef ciently. The resulting strong lower bounds were the key t
computing optimal or near-optimal solutions for instanceish

up to 1,000 nodes, which represented a real breakthrough.

The paper §) (see also Section 2) presents an algorithm that takes
an ILP or MILP, and automatically identi es substructuhed &re
likely to be amenable to Dantzig-Wolfe decomposition. tast-
ingly, the algorithm gives rather good results even wherliegp
to ILPs and MILPs that do not at rst sight look like promising
candidates for decomposition.

The article @) describes a branch-and-bound algorithm for min-
imizing a convex quadratic objective function over integari-
ables, subject to convex constraints. The innovative fedtare is
that, rather than using the original objective function mmpute
lower bounds, a simpler objective function, that can be miréd
much more quickly, is used whenever possible. The resudting
gorithm is very fast, because all expensive calculatiansl@ne

in a pre-processing phase, whereas each node in the enuiorerat
tree is processed in linear time.
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2 Knapsack and related problems

Receiving his scienti ¢ education in Bologna, the origithefclas-
sical textbook on knapsack problemsg], it should come as no
surprise that Alberto Caprara also contributed to probleragthe
knapsack family. As an avid mountaineer the practical digack-

also be extended to sets of vectors with constant Dilworthnmioer.
Papers such as{), but also 85) and (36), showed that Alberto not
only contributed signi cantly to theory and application ioteger
programming but also mastered the art of building approtimma
schemes based on ILP structures.

ing a knapsack in an optimal way was also clearly well known to The special case of a vector packing problem witlf 2 was

him.

It is more astonishing that his rst paper in this directic®e) ap-
peared only in 1999, preceded by various earlier papers ¢t
topics. It considers the quadratic knapsack problem (QHR)ex-

considered in §2). Even this special case does not allow an asymp-
totic PTAS. However, Alberto developed heuristic algamith and

an exact branch and bound scheme with highly competitive-pra
tical performance. The introduced lower bounds are analyakso

tension of the standard 0-1 knapsack problem where any phair ofrom a worst-case point of view and a dominance relation @sash

packed items yields an additional prot value. The pag&i) Qy

Caprara and co-authors still forms the basis in developroéeikact
algorithms for QKP. By use of Lagrangian relaxation, thélpra is
split into a number of ordinary knapsack problems that caesdieed
either to optimality or further LP-relaxed. The resultinginds are
quite tight, and can be used to reduce the problem by variable
ing, such that the remaining problem can be solved throughdir-
and-bound. Instances with up to 400 variables were repottede

solved to optimality.

by graph theoretical arguments. Recalling that the impteatienal
details also involve red-black tree$?) shows the comprehensive
approach Alberto was able to undertake.

Combining knapsack and bin packing problems, Alberto -inves
tigated the interesting question of the behavior of the daling
heuristic for the bin packing problem: Pack the rst bin ab &s
possible, i.e., solve the corresponding subset sum prablEmen
close the bin and continue with the remaining items and tteosd
bin, etc. While it is easy to see that this very natural, gsegge

Staying more closely to the standard 0-1 knapsack probldm, A (although not polynomial) approach will not yield an optirs@iu-

berto made signi cant contributions to the cardinality irained
variants of the knapsack and subset sum probl&#h (n these prob-
lems there is an additional constraint on the number of pddtems.
Due to the practical relevance of this problem, it belong$iie most
frequently cited papers of Alberto.

tion in general, its worst-case performance was mostlylsdtby
Caprara and Pferschy in 20026]. They showed that the ratio is
in [1.6067, 1.6210] for general item weights, which is — seha
surprisingly — only slightly better than the 1.7 given byelemen-
tary rst-t heuristic. The analysis is extended to dependramet-

In (39) dynamic programming algorithms are developed both forrically on the largest item weight. Note that the upper bounses

the knapsack version (rather straightforward) and for tobset sum
version (more involved) of the problem. Both allow scalirfgte
pro t space to reach a fully polynomial time approximatiatheme
(FPTAS).

Further collaboration of the authors of that work resulted a
series of three papers on approximation of the multiple fitsim
problem. This consists of a setting with a xed number of lsegks
(=subsets), where each item can be packed into one of thermmobr n
at all. Since no FPTAS can exist for this problem even for dise of
only two knapsacks with equal capacity, Caprara and cosaaitito-
ceeded to develop polynomial time approximation schem&@ag).

a mathematical programming formulation which is solveti/tically
by exploiting LP-duality and applying classical calculus.

Since worst-case scenarios of packing problems often dkpan
the “wrong” treatment of large items, a follow-up papér7§ consid-
ered two variants of the natural subset sum heuristic whieHgrm
a special treatment for “large” items. Capara and Pfersghyqould
show that this simple modi cation yields a signi cant imgement
of the worst-case performance ratio.

Alberto's most recent contribution to the area of knapsagckpée
problems considered a knapsack problem with a time-depetnige
source consumption33) motivated by a railway application prob-

The rst paper (35) presents a PTAS for the case of knapsacks oflem. In this so-called temporal knapsack problem, or uttaple

equal capacity. This is a fairly complicated constructigitding on
the classical asymptotic PTAS for the bin packing problerkdsy
nandez de la Vega and Luekéf)(but requiring a much more in-
volved approach. Also the bottleneck variant which maxésithe
lowest load over all knapsacks was considered. As a by-ptoalu
linear time 3/4-approximation algorithm was given &7)( In the

ow on a line problem, a number of items is given, each itebeing
active for a time intervats ;f; . The task is to select a subset of
items to pack in the knapsack of capaditguch that at any time
the set of active items do not exceed the capacity constraint
(33), Caprara and co-authors describe a Dantzig-Wolfe decosapo
tion of the problem and show that decomposed problem is signi

subsequent paper3f) a PTAS was developed also for the case of cantly easier to solve. The paper is interesting since Dgswolfe

different knapsack capacities. Strangely enough, itresqjto leave
some knapsacks empty in order to partition the knapsacks $uoib-
sets with capacities that differ only by a certain factoisTdhapter
was nally closed by Chekuri and Khanrig) who gave a PTAS for
the multiple knapsack problem, where pro ts and weightstefris
differ.

Moving from packing one-dimensional items to higher diroeiss
we encounter on the one hand two-dimensional geometric pagk

decomposition normally is used when the problem at hand edmi
a natural decomposition, but this is not the case for the tenab
knapsack problem. The results contribute to a general fraork
for Dantzig-Wolfe decomposition of MIPs presented ). (In this
paper the temporal knapsack problem is used as an examp#for
tomated Dantzig-Wolfe decomposition.

The knapsack problem also frequently appeared as a sulepnobl
in Alberto's application oriented papers, where sometirhésroots

problems which are discussed in Section 3. On the other, we ca in electronic engineering came through. #7)(a knapsack problem
also consider vectors representingdimensional data and ask for a is solved as part of a heuristic for the index selection peoblin

packing of items into bins such that for each bin the capacity
straint is ful lled in ald dimensions. In38) Caprara and co-authors
considered the special case where vectors are correlatedh ghat
there exists a strict ordering on the set of items, i.e., \@st Note
that this case contains also the cardinality constrainedpiaicking

physical database design. Similarly, a knapsack-tydermrssolved
in (4) when designing a partitioning algorithm for on-chip sshpad
memory partitioning.

When the authors of the knapsack monograph)asked Alberto
to join their effort he politely refused, stating that in luipinion one

problem. The main result of this paper is an asymptotic PB&S f should write monographs towards the end of a career when ane i
the strictly orderedd-dimensional bin packing problem which can looking back with more insight and a broad understandindotn



nately, Alberto never reached this stage but stayed at thedbhis
scienti ¢ productivity throughout his much too short life.

3 (Multi-dimensional) Bin Packing problems
In this section we review some of the fundamental contritwsi of
Alberto for multi-dimensional packing problems.

We restrict our discussion to results around thevo-dimensional
bin packing problef®2BP), in which one is required to pack a given
set ofn rectangular items, thg-th item having widtiw; and height
h;, into a minimum number of identical bins of size H. In the
most basic variant of the problem, the items can be packeitrarb
ily in a bin, as long as they are not rotated and their sideparallel
to the edges of the bin. By scaling, it can be assumed witbesitdf
generality that all bins are unit squares.

Two-dimensional packing problems have received conditkeed-
tention in the literature since the sixties. As with most gag
problems, a right measure here is the asymptotic approxionata-
tio, where an algorithmA has asymptotic approximation ratio if
Al... OPT,l..., ¢ for every instance and some xed constant
c independent of. While the classic one dimensional bin packing
(1BP) admits an asymptotic polynomial time approximatarese
(APTAS), i.e.,, f 1, forany xed > 0, such a possibility is
ruled out for 2BP (though the known lower bounds are quite Wea
roughly like 1, 1=3000 (64)). For a long time, the best known
result for 2BP was al,al asymptotic approximation achieved by the
Hybrid First-Fitgorithm due to Chung et al6§). Later, an improved
w2,
(72) as a byproduct of a, approximation for thetwo-dimensional
strip packing2SP), i.e., the problem of minimizing the height used
to pack a given set of rectangular items into a unique stripced
width and in nite height.

The rst contribution of Alberto for such problems was an AP-
TAS for a variant of 2BP, known abelf bin packin@SBP) %2).
This variant is motivated by viewing bin-packing as a gusiiack
problem, where the items are rectangular patterns that néedhe
cut out from the minimum number of square sheets. For meatani
reasons of the cutting tool, it is desirable that the paclafigiems
in the bin should not be too complicated. In particular, ie &SBP
variant, the items must be packed such that each item can be re
covered by recursively applying at most two side to side toithe
bin (such cuts are known as guillotine cuts). Figure 1 shawk a
packing (technically, one also needs an additional cutefeairating
the item from the wasted area).

It is not hard to see that such packing is composedloélves
where each shelf includes a subset of items placed with lio¢iom
edge at the same level. The APTASHH)(the rst result of this type
for a multi-bin variant of 2BP, was based on an elegant cetidmn
of various techniques such as rounding, linear groupirgnetic
grouping, and enumeration of a constant number of feasiiterms

Figure 1An example of a feasible pattern for shelf bin packing
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(i.e., shelves in this context). For each con guration cflgbs, the
algorithm required solving an Integer Linear Program wittoa-
stant number of variables and constraints, which can be done
polynomial time {6). Later in £3), it was observed that the step of
optimally solving the ILP can be replaced by rounding amopti
solution of a certain natural Linear Programming relaxati®his
lead to an asymptotic fully PTAS (AFPTAS).

The next major contribution Z0) of Alberto was to break the
barrier for 2,  for 2BP and give an asymptotic approximation of
T, ,whereT; f 1:691::: is the well-known guarantee of the
harmonic algorithm for theone-dimensional bin pacKitgP) (4).
Consider the sequence de ned hy f 1 andt; ; f tj,t;, 1..for
i 2,thenT; is given by

1
n ’

6 7 42 437 7

1
2 3’

Interestingly, Alberto's algorithm for 2BP was inspirechisyinvesti-
gations into 2SBP. In particular a corollary of his resulbds even
though shelf packing may appear quite restrictive, for agtance
the ratio between the optimal 2SBP solution and the optiniP2
solution is bounded above bty f 1:691 :::

His beautiful algorithm for 2BP is the following. Fix sonigda
constant numbek that depends on the precision parametes 0

width, FormallyCy fj :w; 2 sirt forr fa
Ce f jiwj % . The widths of items from class are rounded

up to 1=r. Order all the items within each class according to their

...asymptotic approximation was given by Kenyon and Rémilaheight and form shelves in a greedy way, each shelf excepaghe

one getsr items for each class, ,r f 1;:::;
treated separately but in a similar way.

After assigning the items to shelves, the algorithm de nes t
height of a shelf to be the largest height out of all itemsgassl
there. The problem of packing the shelves in the best wayipless
now reduces to a 1BP instance that can be solved almost olhfima
Despite the simplicity of the algorithm, proving that it leasasymp-
totic approximation ratio off; , " required brilliant new insights. In
his journal paper43), Alberto showed how to generalize this idea
to the d-dimensional bin packing problem to obtain an algorithm
with asymptotic approximation ratio of¢ 1, "

In subsequent workd 7), Alberto and co-authors improved the
approximation ratio for 2BP even further tb, InT; f 1:525::..

But more importantly, a general framework to obtain impradvap-
proximations for various other packing problems was depebh
The idea is the following. Suppose there is-approximation algo-
rithm for some packing problem (e.g., 2BP) with the propethtst
it is “subset oblivious”. Roughly, this means that if we @iclan-
dom subsetl© of items from the given instande by picking each
item with probabilityp, then the value of algorithm or? is about
p times the value on the instanae It turns out that many known
algorithms, such as Alberto's algorithm for 2BP froad)( satisfy
this subset obliviousness property. Alberto and co-authshowed
a general result that if there exists asubset-oblivious algorithm
for a problem, then &, In approximation can be obtained us-
ing a combination of linear programming and randomized down
like techniques. In addition to the525, approximation for 2BP,
this also gives other results like525,  approximation for 2BP
with rotations, and 3,1, Ind, "... approximation for the vector
d-dimensional packing problem.

The following beautiful open problem is due to Alberto. Let
OPT,gp be the optimal value of theBP and let OPTgzsp be
the optimal value of the so-called Guillotine 2BP, i.e., pheb-
lem where we are allowed to pack each item only in an area
that can be obtained by a sequence of edge to edge cuts. learl

k 1. The clasgy is
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Figure 2A non-guillotine packing of one bin for theratiggp=0P T2zp

OPT2sp
tine packing, the algorithms from2@ 23) imply thatOPTg2sp

T; OPT2gp. On the other side, the following instance, due to Al-

berto, shows thatoP Tg25p=0OP T2gp could be as large a&=3. We

are given 12 items, 6 of siz€ ; 1, ..(typea) and 6 of size

3
1 .2

n31 13
bin packing 2 items of type and 2 of typeb, yieldingOP T2gp f 3.
It is easy to check that any guillotine solution can pack astn3o
items per bin (either 2 of typa and 1 of typev, or vice versa), thus
OPTg2ep 4.

Finding the precise value of the worst
OPTg28p=0PT2gp iS @ major open problem in the area.

Alberto's contributions on two-dimensional packing alswhm-
pacts on bilinear programming. In particular, the probledening

the pair of dual feasible functions (see, Luekéf) producing the

case

best lower bound for 2BP was formulated as a bilinear progimm
(51). Further attempts to the problem of checking whether a give

set of rectangles t into a bin have been conducted 5d)( where
it is proved that the asymptotic worst-case performanceigabe-

tween the optimal 2BP solution and the best bound provided by

dual feasible functions belongs to the ranget; 1, and that similar
results hold for the two-dimensional version of the knagspwmb-
lem.

4 Computational Biology

In the mid nineties, while visiting Carnegie Mellon Unitgras a
PhD student, Alberto became involved in the emerging el@om-
putational Biology. Even in this eld he was soon able to Kbate
with some major results. His contributions can be roughlyidtd
into three application areas, i.genome rearrangemeptstein struc-
ture alignmemtndsequence alignméeie will now elaborate on each
of these topics.

Genome rearrangements and Sorting By Revensalsf the evolu-
tionary events that, by altering the genome of the livingaoigms,
eventually lead to the birth of new species, is the inversiba large
DNA region. In million of years of evolution and after mangtsu

events, the genomes of two different species may carry tmeesa elements, the probability that the boumd ... ¢, ...

genes but in a different order, and we may be interested ieein-
ing how many inversions have happened in the evolutionaryess
from their closest common ancestor.

In order to give a precise mathematical formulation of thelpr

OPTg2gp. Since any shelf packing is a feasible guillo

...(typeb). Figure 2 shows a non-guillotine packing of one

ratio

For each pair of indiceisandj , with1 i< n, we denote
by j thereversabperator j :S,, S, such that
iw e Fow 100050 0 g G LU L i g, il nee

i.e., the application of; to  reverses the order of the elements

between ; and ; (included). A sequence of reversals;:::; P
is called asorting sequentm if *, , P,... ..f .The
minimum valued for which 1, , P, ... ..f is called the
reversal distanoé , and is denoted by, ... . The problem of nd-
ingd, ... and a sorting sequencé; 2;:::; % is calledSorting by

Reversa($SBR).

The idea of comparing genomes by looking at which inversions
make them identical was introduced by Watterson et al. in 298
(83). In that paper the authors formalized the problem of SBR; di
cussed some lower and upper bounds and proposed a simple (but
rather ineffective) greedy heuristic for its solution. Atbugh com-
putational study of SBR did not start before 1993, when Kixga
and Sankoffe@©; 70) conjectured the problem to be NP-hard and
provided the rst branch-and-bound method, a combinatbrig-
proach suitable only for small instances ( 30). In 1997 Alberto
was eventually able to show that SBR is NP-hard, (thus settling
a longstanding open question. For this result, he receitied'Best
Paper by a Young Scientist” prize, awarded by the 1st Intieme
Conference on Computational Molecular Biology (RECOMBh€0
mittee.

While the complexity status of SBR was still unknown, Cagrar
Lancia and Ng46) proposed a branch-and-price approach based on
a nice graph representation of the problem, namely, theakpoint
graphintroduced by Bafna and Pevznéy.(In order to describe the
breakpoint graph, we have to introduce the concept of a bpeakt.
For technical reasons, extend so that it starts with o :f 0 and it
ends with , 1:f n, 1. Then, fori f 0;:::;n, there is a break-
point at positioni, ifj ; i 1) > 1, i.e., if two elements of are
consecutive while they should not be in the target permuatati.
Let us denote the number of breakpoints inbyb, .... The break-
point graphgG, ... has a node for each element of and edges of
two colors, say, red and blue. For each positionf 0;:::;n g such
that there is a breakpoint a@tin there is a red edge between;
and ; ;inG, .... Similarly, for each valwe2 f 0;:::;n g such that
v andv , 1 are not adjacent in there is a blue edge between
andv, 1inG,.... G, ... is Eulerian and its edges can always be
partitioned into edge-disjoint color-alternating cycléstc, ... be
the maximum number of edge-disjoint alternating cycles,in...
Since a reversal can remove at most two breakpoints, ahas no
breakpoints, a valid lower bound for SBRijs.. b b, ...=2c, but
this bound is usually quite weak. Bafna and PevZgr@ved that
a better valid lower bound is, ... ¢, .... This bound turns out
to be very tight, as observed rst experimentally by varieughors
and then proved to be almost always the case by Albeitd (7),
who showed that determining, ... is essentially the same problem
as determining, ... .

In (16) Alberto proved that for a random permutation of n
is not tight is
asymptotically, 1=n5...This work received the “Best Paper Award”
by the editors of the Journal of Combinatorial Optimizatias the
best paper published by the journal in the year 1999.

In (L7) Alberto proved that decomposing a bicolored Eulerian

lem, denote the set of common genes between two species bygraph into a maximum set of alternating cycles is NP-hard,imn

tnt :f f1;:::;ng and letS, denote the set of then! permuta-

particular, that it is NP-hard to compute, .... Although this may

tions of tnt. Without loss of generality, we may assume that the look as a major drawback in the useaf... for a practical solution

order of the genes in the rst species is f ,1;:::;n.., while
in the second species it is represented by a permutationf

of SBR, this is not the case. Indeed, for any upper baind. to
c, ..., the valueb, ... c% ... is a lower bound tod, ... which can
be used in a branch-and-bound algorithm for SBR. The bouights
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as long as?, ... is a tight bound ta, .... Such a tight bound can be element is signed either “+" or “-". For a signed permutati@n
provided by the LP-relaxation of the following, expondrsiae, ILP  reversal not only ips a block of consecutive elements, udlso
model for the maximum cycle decomposition problem. swaps the sign of the elements within the block. Hannenaadi

LetC denote the set of all the alternating cyclesf... f ,V;E.., Pevzner had shown that computing the reversal distance dxtw
and for eachc 2 C introduce a binary variablec. The maximum  two signed permutations is polynomi&kj. In (18), Alberto showed

cycle decomposition problem is: that RMP is NP-hard, and that the same complexity holds fer th
3 9 Steiner Tree problem (calletree SBRr TSBR) with centers in the
. <X X . . L given set of signed permutations. For both RMP and TSBR he de-
Co - if max. cac el Csexc li8e2 & x2f0ilg P (1) scribed 8,2  2=qg.-approximation algorithm. Median problems are

generally aimed at the reconstruction of evolutionary seén par-
The LP relaxation of (1) has an exponential number of vaasalblut  ticular, the Breakpoint Median Problem (BMiBbduced by Sankoff
in (45) itis shown that it can be solved in polynomial time by column and Blanchette ing() calls for determining a permutation which
generation techniques, where the pricing requires the totuof minimizes the total breakpoint distance from a set of given p
non-bipartite min-cost perfect matching problems. By gdhis ap-  mutations, and was widely used as a subroutine by algoritems
proach, Alberto and co-authors were able to solve SBR ircg#an constructing evolutionary trees. While it was recognizéditt RMP
with n up to one hundred, including a famous “man vs mouse” in-would be a more realistic model than BMP, it was a commonfbelie
stance whose optimal solution was found for the rst time. that RMP would not be practically solvable by an exact dlguori
In (46; 47) Caprara et al. experimented with a different (weaker) and even heursitics would run in trouble on all but smallanses.
bound obtained by enlarging the setin (1) to include also the In (19; 21) Alberto showed that this is not the case and proposed
pseudo-alternatingcles, i.e., alternating cycles that may possibly useffective algorithms (both exact and heuristic) capableobfing in-
a same edge twice. With this new set of variables, the pribeg  stances whose size was quite beyond the current limits. Ndw A
comes much faster, since only bipartite matching problemst e berto's approach is implemented and used within many si&tbe
solved. Extensive computational experiments showed that re- art software packages for evolutionary trees (such as treg@m
sulting algorithm for SBR can consistently solve to opttynalithin GRAPPAby Moret et al. {9)).
seconds random permutations of up to 200 elements. Moreoaer
diving heuristic based on greedily xing some variablesrte,ale- Protein structures and Contact Map OveAgprotein is a complex
pending on the current LP solution, performs remarkably|vied molecule for which a simple linear structure, given by thgusace
permutations withn up to 1000, yielding feasible solutions within of its aminoacids (also calledsidugs determines a unique three-
2 % of the optimum. dimensional structure. When left in its natural environmeadriven
While SBR can be employed to estimate a lower bound to the by the forces between its residues, the protein folds inte #truc-
evolutionary distance between two genomes, other modedd pur- ture minimizing the total free energy, called itative foldThe fold
sue a different objective may produce a closer estimate éoabtual  fully de nes how the protein functions and interacts withhet
distance value. InMp), Caprara and Lancia introduced the idea of molecules, and in the past few years many tools have emerbieth w
using a probabilistic approach for computing the length ofast allow the comparison of 3D protein structures. While the fmem
likely sequence of reveresals between two genomes. Thelgnob of computing a similarity measure between folds has becoxae e
can be illustrated by the following experiment. Consideg tiraph  tremely important in structural biology, many models forusture
G f .Sn;E..in which every permutation is a node, and there is an comparison turn out to be NP-hard.
edge between two permutations and if there exist a reversal The main features of a fold are conveniently represented by
such that f ... . Starting from, perform a random walk in a graph, called the proteinsontact magCM). This is a graph
G and stop at a random permutation. LetkK be the length of this G f ,V;E...in which the vertices are the protein residues and the
random walk. The problem is themgfiven obtained by the above edges represent theontactsi.e., the pairs of residues that lie in
process, return an estinfatas close as possibl&to close proximity (e.g., within 5A) when the protein is in itative
Let Xy denote the number of breakpoints in a permutation ob- fold.
tained after a random walk of lengkh Caprara and Lancia proved The problem of computing the similarity of two contact mags i
that EtX¢t f .,n 1. ,n 3.Xk=n 1.k 1 Given a permuta- called theContact Map Overl@MO) problem and was originated
tion , and under the assumption that Nature applied its reversalsin the the mid nineties. Formally, the problem can be phrased
following a random walk, the method of maximum likelihood-su graph-theoretic language as follows: We are given two entid
gests thab, ... should be the average value. Hence, the most likelygraphsG; f ,Vi1;Ei..andG;y f V2;Ez.,.withV; f f 1;:::;n g for
value isk f argminjEtXct b, ...j. In a further model analyzed i f 1;2. To avoid confusion with thedgesn G; andG,, we here-
in (42), it is assumed that the reversals were applied according toafter call a paiti;j... withi 2 v, andj 2 Vv, aline(since italigns
a Bernoullian process with a given probabifity and then by us-  with j), and we denote it byti;jt . An alignmenbf vy in Vv, is de-
ing conditional probabilities, it is shown how to estimake todds ned by a subset of linestiy;j1t;:::;tip;iptg Vi Vo such that,
that a certain number of reversals were applied, given thatol- for1 h<k p,itisi, <iyx andjy <j ¢ (i.e., an alignment cor-
serveb, ... breakpoints. The computational results showed that the responds to anoncrossing matchinghe complete bipartite graph
the probabilistic approach provides a much better estimatex Bf . Vi[ V2;V1 V2.). Two contactsiq;r;g2 E; andfly;rog2 E
than the reversal distance, except for the cases in wKigh rather aresharedy the alignmentifthere adlek p S.t.ly f in,r1f ik,
small. I f jn andr, f jx. Each pair of shared edges contributeshar-
After working on the reversal distance between two genon#ds,  ingto the objective function. The problem consists in ndingeth
berto turned his attention to the case of multiple genomes(18) alignment which maximizes the number of sharings. In théegon
he introduced the problem of nding a signed permutation evhi  of protein structure comparison, this objective scores hamany
minimizes the total reversal distance from a set of givemesigper- pairs of residues are in contact in the rst protein and argakd to
mutations 1;:::; 9. This problem is calleReversal Median Prob- residues which are also in contact in the second proteins Taiue
lem (RMP). A signed permutation is a permutation in which eachis called theoverlapf the alignment, and the problem requires to
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nd an alignment of maximum overlap. It is not dif cult to stat
CMO is NP-hard.

In 2000 a group at Sandia National Laboratories formulated t
CMO problem as an ILP and solved it by Branch—-and-Ci)t The
model employs binary variableg, fori 2 v; andu 2 V-, to se-
lect the lines of a noncrossing matching, and binary vasghl
for e 2 E; andf 2 E, to select which pairs of contacts are shar-
i_J,]gs in the solution. The objective of CMO is the maximizatid

yer Overalle;f...2 Ey E,. Among the constraints, particularly
important are those enforcing the lines of the solution to ben-
crossing. Let f ViV, be the set of all lines. We say that two
linesl f tig;jifandm f tiz;j21in L areincompatiblé no feasible
alignment can contain both lines. Letlenote the collection of all
maximal sets of pairwise incompatible limnesL. Then, we have the
following constraints:

1;8121:

@

121
In (73) it is shown that is exponentially large, but there is an effec-
tive polynomial-time separation algorithm for inequedti(2). The
resulting branch-and-cut algorithm made possible, for tsietime,
to nd the optimal alignment for a set of about 300 pairs of pro

proteins with up to 1000 residues and 2000 contacts eachthiear
more, 10,000 pairs of proteins from a test set of 269 proteimshe
literature, were aligned to optimality or near-optimalityithin a few
hours. Eventually, Alberto and the group from Sandia Labgede
their results and published a joint journal paper (see Caped al.
(24)). In the paper, an extensive set of computational expenisie
showed how the CMO score can be practically employed for ssse
ing protein fold similarity.

Multiple sequence alignmefthile the CMO problem focuses on
the alignment of two proteirstructureghere is another type of align-
ment of paramount importance in computational biology,, itbe
sequencealignment. Genomic sequences are strings over either the
4-letter nucleotide alphabetA; C; G Tg or the 20-letter aminoacid
alphabet. The alignment of two sequensésands? aims at deter-
mining their degree of similarity, usually expressed infohen of an
edit distance, i.e., the number of edit operations (suchasrtion,
deletion or overwriting) necessary to turst into s2. The edit dis-
tance between two strings of length can be computed effectively
in time O,n 2..via Dynamic Programming.

When the comparison has to be made between more than two
sequences at once, we talk ofnaultiple sequence alignm@&BA)

teins from the Protein Data Bank, with up to 80 amino acids andproblem. MSA is one of the fundamental problems in computa-

about 150 contacts each. The CMO was also validated by aeclust
ing experiment involving 33 proteins classi ed into founfées. The
running time of the branch-and-cut was, on average, in tioemof
minutes up to an hour.

Shortly after the publication of7@), Alberto became interested

in the CMO problem, and suggested the use of a Quadratic Pro-some symbols-

gramming approach for its solution. Binary Quadratic Paogning

problems require the selection of a set of variables undenadgatic

objective function, in which some pro ts; are attained when two
binary variablex; andx; are bothset to 1 in a solution. Analo-
gously, in the CMO problem, there can be a pro t for aligninmgpt

speci ¢ residues provided some other two aedsoaligned.

The quadratic model is still based on binary variaklefor each
linel 2 L. Forl f tig;jit, m f tiz;j2t2 L, deneay, f 1if
fi1;izg 2 Ep andfj1;j29 2 Ez, am f O otherwise. The objective
function contains terms of the form, x,x n, indicating that a con-
tribution of a sharing is achieved if the three terms in thedurct
take the value 1, i.e., a prot of 1 is attained if bothandx, are
equal to 1. In fact, in order to illustrate the method, it isaessary
to introduce separately products;x, andxmx, in the objective
function. To this end, de ne separate pro sy, for x;xm andby,
for xm x; such thatby, , by f am.f am ..foralll;m 2 L. For
instance, a valid choicelig, f by f am =2.

The problem can now be stated as the followBigary Quadratic
Program X X
max bim X1 Xm

2L m2L
subject to constraints (2) and binary variabtesThe main difference
between this problem and a standard quadratic assignmehgts

®)

CMO is in maximization form and the matching to be found does

tional molecular biology. By aligning a set of sequenceaspibssi-
ble to identify highly conserved, functionally relevaetiamic re-
gions, spot fatal mutations, and suggest evolutionaryigakhips.
The alignment of a set of sequences is a matrix with each raw co
taining one of the sequences. The alignment may possibiytin
“'in each sequence to make them become all of the
same length. The following is a simple example of an alignofien
the sequencesCCGGACATTCCGGTGACCGGT@NACCGGATG

A-CCGGA-C
ATTCCGG-TG
A-CCGG-TC
--CCGGATG

The alignment shows how the subsequen@sas highly conserved
within this family, and how the last nucletotide has mutatedn C
to Gin some of the sequences.

A popular objective function for the MSA problem is tisaim-
of-pairs (SPbjective, which attempts to minimize the average edit
distance between each pair of rows in the multiple alignm&he
generalization of the Dynamic Programming approach to #se of
multiple sequences leads to an exponential algorithm, ianfhct,
MSA is NP-hard for the SP objective as well as many otherdiiolo
cally relevant objective functiong).

One of the dif cult issues in the computation of “biologigal
good” multiple alignments is the scoring of the gapgafis a run
of consecutive »” within a row of the alignment. For instance, the
above alignment contains altogether six gaps, two of whiehira
the rst row. The length of the longest gap is 3, while the stemt
gap has length 1.

One way to score a gap (called thi@ear gapnodel) is that of

not have to be perfect and must be noncrossing. The model carconsidering a gap of lengthto be identical tok gaps of length one

then be linearized by using a standard technique that isritbesic
by Caprara and Lancia i#3) together with a Lagrangian approach
for its solution. In particular, Caprara and Lancia showed lthe
Lagrangian relaxation can be solved in quadratic time etbpact

to the number of contacts and proposed both a branch-andrsbu
and a heuristic based on the Lagrangian relaxation, whh ftir-
ther developed in44). The approach considerably improved over
the results in {3), obtaining a speed-up of at least one order of
magnitude. For the rst time, it was possible to optimalligalsome

each. In particular, for a given cost(calledindelcost), the cost of
a gap of lengthk is equal tok . This is the simplest possible way of
scoring gaps, and therefore it was the rst to be considereden
the rst MSA algorithms were proposed. The fact that it isesldy
NP-hard to minimize the SP objective under the linear gap ehod
prevented many researchers from trying to consider more q@bex
gap cost functions. However, from a biological point of vite lin-
ear model is unsatisfactory: In the linear model, a gap @jtten
can be seen ak events of deletion of one nucleotide each, while



it should more likely correspond to a unique event deletingu-
cleotides at once. A more “biologically-sound” way of sogrthe
gaps is thaf ne gap cost model, in which there are two costs(a
gap-openingost) and (a gap-extensiaost, usually much smaller
than ), and a gap of lengthhas cost , k 1....

OPTIMA 91

In 1994 FSpromoted the development of new techniques for the
effective solution of the very largBet Covering Probl€CP) in-
stances that arise in their crew scheduling applicationslving up
to 5,000 rows (trips) and 1,000,000 columns (duties). Te #nd,FS
andAIR((the Italian Operations Research Society) set up a competi-

By the year 2000, the MSA problem provided two big challengegion among universities, nam&ASTERalling for the best heuristic

for computer scientists interested in its solution. Firegcause of
its computational complexity, the vast majority of MSA peogs
were of heuristic nature, and it was believed that no exagbal
rithm would be effective on instances of practical inter&condly,

code for very large set covering problems. The heuristicgosed
by Caprara, Fischetti and Totl2&) outperformed the previously
available methods, and was awarded the rst prize in BFRSTER
competition. The method, called CFT, was based on dualrimdtion

the af ne gap cost model was too complex to be optimized and associated with the Lagrangian relaxation of the set cogariodel,

henceforth no method in the literature dealt with truly aengap
costs (although a “quasi’-af ne model had been consideng@)).

Around that time, Alberto came in contact with a group of Geam
researchers who had already successfully applied corobigladpti-

mization techniques in the solution of several computalidology
problems, such as RNA secondary structure alignment (Liegihal.
(75)) and protein-protein docking (Althaus et ak0j).

Alberto joined the group with the objective of applying merttat-
ical programming techniques to obtain an effective exat¢haoukefor
the solution of MSA under the af ne gap cost model. Their effe-
sulted in two papersi( 2) in which they proposed a branch-and-cut
approach which not only could be applied to the af ne modeit b
to any gap cost function including convex and position-ddpat

and was organized in three main phases. The rst one (sulgmad
phase) was aimed at quickly nding a near-optimal Lagmangigti-
plier vector. In the second one (heuristic phase), a seqeefaear-
optimal Lagrangian vectors was given as input to a greedystieu
procedure to possibly update the incumbent solution. In thid
phase (re ning and xing phase), a re ning procedure wasliagdp
and a subset of “good” columns (duties) of the incumbent tsmhu
were xed. The three-phase procedure was iterated until tzen
termination conditions were met. When very large instaneese
tackled, the computing time spent on the rst two phases heea
excessively large. To overcome this dif cultyz@re problermontain-
ing a suitable subset of columns (duties) was de ned. Thaiten
of the core problem turned out to be very critical, so CFT usad

gap costs. The algorithm was evaluated using BAliBase,ca-ben variable pricing scheme to update the core problem itedyivin a

mark library of sequence alignments. The results showetthiegr

vein similar to that used for solving large scale linear o, The

method ranks among the best algorithms for MSA, and for small use of pricing within Lagrangian optimization drasticatiyiced the

to moderately-sized instances it outperforms most methaushe
literature.

5 Railway applications
Alberto was deeply involved in the de nition of mathematioeod-
els and in the design of effective exact and heuristic dfgosi for

computing time, and was one of the main ingredients for tleessis
of the overall CFT scheme.

Alberto was also involved in a follow-up competition setup i
1995 byFSand AIRQ namedFAROQthat was aimed at developing
effective heuristics for the crew rostering problem. In Cana et al.
(31), a new relaxed model was introduced that took explicitljoin
account all the rules for sequencing two consecutive dutiékin

the solution of important real-worldRailway Optimization Problemsa roster, along with some main constraints on the total numbg

Crew Planningrain Timetablingrain Platformingdrain Unit Assign-
ment His contributions to the railway optimization eld have dre
highly appreciated by the international research comnyuaitd he
has been invited as plenary speaker at several internadtoamder-
ences and schools, and as co-author of two recent reviewshen t
considered topics (seet) and ¢0)). Alberto was also involved in
several research contracts witferrovie dello St¢kS the main Ital-
ian railway company), and in the European Union Projed®&0
TRISPARTNERPath Allocation Reengineering of Timetable Net-
works for European Railwayd)EORIEN{Implementing Change in
the European Railway SystelARRIVA(Algorithms for Robust and
online Railway optimization: Improving the Validity arlohglity of
Large scale system$)N TIME(Optimal Networks for Train Inte-
gration Management across Europe).

The Crew Planning Probl@®P) is concerned with covering each
trip of a given timetable with the required numbersaséwgdrivers
and conductors). CPP represents a very complex and challgng

weekly rests. Based on that model, a constructive heunsts pro-
posed to build feasible rosters, one at a time, by sequerthinigs
in the roster according to dual information taken from thelaged
model. Once a roster was completed, all its duties were reetbv
from the problem, and the process was iterated on the renrgjni
duties. The resulting heuristic proved very effective, eartked rst
in the FARO competition.

A global approach for the effective solution of t@eew Planning
Problenms presented in Caprara et aB%).

The general aim of th&rain Timetabling ProbléfiP) is to pro-
vide a timetable for the trains required to be run by severadin
OperatorgTOs) on a certain part of the railway network. Each TO
generates its owideal timetablkend submits this to thénfrastructure
Manage(IM). Then the IM, in cooperation with the TOs, integrates
the ideal timetables of the TOs into one single feasible tabie by
minimizing the changes with respect to the ideal timetables

Caprara, Fischetti and Tot8() considered a TTP de ned on a

problem, due to both the size of the instances to be solved andmain single linecorriday, and proposed an ILP model based on the

the type and number of operational constraints. It is uguddicom-
posed into the following two phases. In tbeew schedulipbase, the
short-term schedule of the crews is considered, and a coimrgrset

discretization of the time horizon. The problem is represzh in
a directed space-time graph whose nodes represent depestor
arrivals of trains at stations along speci ¢ tracks. Thesao€ this

of dutiescovering all the trips is constructed. Each duty representsgraph represent either a train traveling between two adjgcsta-

a sequence of trips to be covered by a single crew member nvéhi
short time period overlapping at most one or two consecuttlays.

In the crew rosteringhase, the duties selected in the crew schedul-

ing phase are sequenced to obtain the masterswhich describe
for each crew member the sequence of duties to be carried aut o
consecutive days.

tions (in case they join a departure node to an arrival node)a
train stopping at a station (in case they join an arrival ntme
departure node). The timetable for a single train corresgsmno a
path in this graph. The authors also proposed an effectivgifie
tic algorithm based on the Lagrangian relaxation of the IbBeain
where, for each train, the resulting Lagrangian problerts dal a
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path having maximum Lagrangian prot. In Caprara et5&) &nd
in Cacchiani, Caprara and Toth1) the ILP model and the heuristic
algorithm are extended for dealing with additional realddgacon-
straints and with a railway network, respectively. Cacchi@aprara

and Toth (L0) proposed an alternative ILP model, in which each vari-

able corresponds to a full timetable for a train, and heigisind
exact algorithms based on the solution of the LP relaxatibthe
ILP model.

The de nition of the actual timetables within TTP generabes
not take into account the actual routing of the trains withire sta-
tions. This is the purpose of th&ain Platforming Probl@mRP), that
must be solved separately for each station, in which one dasa
for each train a so-calletbutefrom the point where it enters the
station to the point where it leaves the station. Assumingtteach
train has to stop at a platform, a route is speci ed by the fdan
itself plus arrival/departurpathsjoining the entry/exit points of the
train to the platform. Several objectives are generalletainto ac-
count, such as the minimization of the number of platformedusnd
the penalties incurred if a train is not assigned to a platfevithin
a given preference list or possible con icts on the arridefgarture
paths arise.

Caprara, Galli and Toth3¢) presented a general formulation of
the problem, along with a MIP model which considers explitite
full list of routes for each train (which is generally acedyt long)
and has a quadratic objective function. The authors pro@osef -
cient way to linearize the objective function by using a kmahber
of additional variables along with a set of constraints teat be
separated ef ciently by solving an appropriate linear paogThe
LP relaxation of the corresponding MILP, solved througlassjon
and pricing procedures, is used to drive a heuristic alponit

The rolling stock to be assigned to the trains whose timegdias
been found by TTP can either be locomotives and train caggagr
aggregated modules, callgdin unitsThe latter are composed of a
number of carriages in a xed composition, and can move irhbot
directions without the need of an extra locomotive. A traiarcthen
be composed of several coupled train units. Train units nxést &
different types, representing technical characteristied capacity. In
order to obtain a better match between the available trairitsiand
the passengers' seat demand, the compositions of the trgnally
can be changed at several stations by adding or removingutretis
from the trains. Let arip be a part of a train timetable that must
be performed by the same train unit without changes. Tran Unit
Assignment ProbléMUAP) calls for the minimum cost assignment of
the train units to the trips, possibly combining more tharedrain
unit for a given trip, so as to ful ll the seat requests.

Cacchiani, Caprara and TothZ) represented TUAP as a directed
multigraphG f ,V;A...with a node inv for each trip. The arc seA
is partitioned into different seta®, one for each train unit type. An
arc,i;j... 2 At represents the fact that trip can appear right after
trip i in a feasible sequence for train unit typewith this represen-
tation, TUAP can be modeled as a multi-commodity ow problem
Namely, it calls for a min-cost collection pathsof G, each associ-
ated with arcs of the same type, such that each node is visyed
a suf cient number of paths, with several constraints on fieh
feasibility. The authors proposed an ILP model having oriabla
for each possible path of each train unit type. A diving Istiari
algorithm based on the LP relaxation of this model is dewedop
combined with a local search procedure. In Cacchiani, Capad
Toth (13) a slightly different graph representation of the problem i
presented, an alternative ILP model is proposed and a fasishe
tic algorithm, based on the Lagrangian relaxation of thenibBel,
is developed. The solution of the relaxed problem is compubg
solving a sequence of assignment problems.

6 Farewell

Surveying Alberto's results has been a great opportunity$ao re-
alize once again how lucky we have been in knowing him solglose
working with him and enjoying his creativity and his humoit B
con rms sadly how much we have lost. We believe Alberto’s wor
will continue to be an inspiration for us, for the communitylage
and especially for the young generations of which Alberts eaing

so much.
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Alberto Caprara (1968-2012): Memories

by Valentina Cacchiani (U Bologna), Andrea Lodi (U Bolpgna)
Enrico Malaguti (U Bologna), Ulrich Pferschy (U Graz),
Juan-José Salazar-Gonzalez (U La Laguna), EmiliansiTraver
(TU Dortmund), and Gerhard Woeginger (TU Eindhoven)

Alberto and Aussois*
Alberto was used to celebrating his birthday here, he woudgeh
turned 45 tomorrow (January 9th). It is hard to explain whyece
brating Alberto in Aussois is so special for us and how guhteé
are to Mike, Gerd and Giovanni for this opportunity. It is t&nly
because of the picture you have just seen [printed on thet}igh
the passion of Alberto for the mountains, passion for whiaksgois
might be responsible. But there is more to Albertos' conrient
with Aussois. Right after Alberto's death, Denis Naddefsgais in-
ventor back in 1996, wrote in the webpage we dedicated to Atbe
(http://albertocaprara.people.ing.unibo.it/gbook Peoye=)t

This is a very sad news. Alberto attended all Aussois eaptg
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Alberto Caprara (Foto: Juan-José Salazar Gonzalez)

S. Martello and P. TottKnapsack Problems: Algorithms and Computer Imple-

Many other memories and messages left by friends and cotisag
on the webpage mentioned Aussois.

Mike in his welcome speech and introduction to the workshop
yesterday reminded us that the goal of the Aussois orgasiizenot
only to offer a fantastic scienti ¢ program but also to takare of
creating a nice, warm and fun atmosphere. | think Albertor dhie
rst 15 years of the workshop series has been instrumentabtth
goals. Andrea

From the introductory speech to the two sessions dedicatedAlberto in the
Aussois Combinatorial Optimization Workshop 2013. Fiveest c talks by Al-
berto's more recent and former students, Michele Monacigktina Cacchiani,
Margarida Carvalho, Tiziano Parriani and Laura Galli, pregented.

Visits to Alberto

Growing up in the stimulating scienti c environment of DEIS
Bologna, with mentors Paolo Toth and Silvano Martello and co
leagues Daniele Vigo and Andrea Lodi, Alberto quickly becaach
sought by visitors. From a fairly young age he attractecaglles
from many countries who wished to spend some time with him and
pursue joint research topics.

These visits did not require formal project proposals, bopits
of common interest were quickly identi ed and work began.ush
no time was wasted with writing proposals, accounts and repo
one could focus quickly on discussing problems. The condisbi-
tality offered by Alberto and his wife Cristina helped to kethe
costs low and the spirits high.

It should be pointed out that the working conditions of a re-
searcher with a permanent position in the world-famous graf
Bologna were quite modest. Alberto started with a desk in toa-
ridor shielded by only two cubicle walls. This had the adagatthat
his visitors were immediately spotted by everyone else endghoup
and lively discussions frequently arose during the dagelns that
only when he became an associate professor, could Albertgemo
into a real of ce, of course sharing with three or four peopl€his
did not change when he became a full professor. It would heee b

this very last one. He gave a talk in every one and we @lrenjoydotally against his personality (and probably uselessyk for vane
scienti ¢ content but also the jokes at the end towarddtiteeqfo status symbols such as door plates and a higher number ofesqua
Italy. We will miss you. meters.


http://albertocaprara.people.ing.unibo.it/gbook.php?page=1
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Alberto's special talent for nding tucked away places ia toun-
try side serving delicious food of Emilia Romagna at a redsen
price but in large quantities (“items of high ef ciency” letknap-
sack terminology), was well-known at the department and o a
his visitors. Many pleasant evenings were spent drivinglaoep
on tracks which seemed to lead absolutely nowhere, but enaed
in some converted “castello” or extended farm house where th
“padrone” himself served a seemingly in nite number ofedéfht
authentic Italian dishes. Complicated bills were unkndwit rather
very reasonable xed amounts were charged in these places.

Alberto's thorough knowledge of railway systems was patédy
helpful once when a visitor was dropped off at the Bolognlavesi
station some Friday evening to catch the night train backdwoft
berto noticed that Bologna Centrale was unusually quietokepa-
nying his guest to the platform of a completely desertedistathe
realized that one of the traditional railway strikes wasitgkplace.
This was no problem for Alberto, who happily kept his guest fo
the weekend. After paying back this prolonged hospitaljtyrtow-
ing the lawn, the visitor shared some more time with Smokbg, t
beloved family dog. Being the reason for long walks, accoieghay
stimulating discussions while wandering through the sharound
Bologna, Smokey made it on the list of co-authors of a confeze
talk, but (according to SCOPUS) not on a real journal paper. H
passed away shortly after his master. Ulrich

Studying with Alberto

Since the beginning Alberto was a brilliant student, a kit wsfith
lots of scienti ¢ curiosity and creativity. He had the besiatjties,
studying deeply all the theoretical details in articles bodks, and
also with the best skill of a computer programmer in Fortraike
other PhD students, he had his desk in the corridor of the dépa
ment, implementing on a Digital DECstation 5000/240 (Biyldry
the time of Cplex 1. He was always kind and fully availabléhters
in the department. Immediately it was easy for other PhD stid
to work with him, Alberto being the leader of the research aat
the same time ready to prove and disprove conjectures or dgbu
computer codes. Since very early in his scienti ¢ carriemies the
ideal co-author. But more than a PhD student, he was a frieridg-
ing others even to the house of his Grandmother for lunch (bg t
way, a wonderful cook that probably was the responsible fuagy-
ing Alberto's remarkable stomach). As an example of the ke
integration of Alberto, he attended for example the “EURO8ner
Institute X”, on Combinatorial Optimization (Paris, July18, 1994),
where he met several colleagues that after became his dosesibf
many good articles. Juan José

Studying under Alberto's supervision

A late-winter day Alberto took four of his current at the timand
former students to a mountain trip on the snow. Emiliano whe
to leave ltaly for a post-doc in Germany, André was going bablis
University in Brasil after a long period in Bologna, Paols starting
his PhD in Bologna and | had just got an assistant professitiqpo
in Bologna. It was a changing time for everyone and an occ#sio
say goodbye to those that were leaving.

We started walking on the snow at sunrise, Alberto led the ggo
with his relaxed rate, which was almost running for those nséd
to it. He showed us his woods, the creek, the lost trails thatdis-
covered on the mountain, and of which he was the only hikeis Th
was his secret playground, he shared it with us on that veegisp
day [see the picture taken by Alberto printed on the righthdait
was a privilege to be there.

OPTIMA 91

Picture taken by Alberto of his students during a mdprdaithie snow
(Corno alle Scale, April 3, 2011): Alberto's comment elppidgenip:// www.
on-ice.it/onice/onice_view_report.php?type=4&dotghly said “How can
people say that the PhD in Italy is not tough?”

Alberto was a bright researcher and strong alpinist. But rehee
was really extreme was eating. You could not leave a tableene
was sitting before all the food was eaten, no matter how muactd
all the wine was drunk. An Aussois fondue night at his tablanne
al least two bowls of fondue, many ile- ottante and an undabie
number of wine bottles. And later at night, as he used to say, y
could even “see the dragons”.

“Hey, is everything OK?” he appeared every day at the door of
our of ce, always smiling, to hear the news about our work,jost
to say hello, and to tell us of his beloved dog that he had te faka
walk at 3 in the morning, or about the next incredible mounttip
he had in mind to do. It was great to hear his stories, alwaysidr
and never trivial, his jokes said under his breath and hiskbd ad-
vice. Alberto was without compromise, he was one who did not
spare himself, but brought on his ideas and passions withnits.

Humbleness and brightness, these are two aspects of Alderto
enjoyed a lot while talking to him. | think he was not fully evaf
his positive impact on the people around him. For example, @in
the many things Alberto left to me is one sentence during péesh
as head of the committee for my master thesis: “In life therere
choices that are right or wrong priori What makes a choice right
or wrong is the commitment that day by day we show in order to
pursue it.” At that time, my PhD with him was not started yetjtb
he already started teaching me important lessons ...

Enrico, Valentina, Emiliano

Alberto's Talks

I do not remember precisely when | attended the rst talk by-Al
berto. Perhaps it was at IPCO'1996 in Vancouver, when he pre-
sented his heuristic (with Matteo Fischetti and Paolo Tddr)the

set covering problem, but more likely it was at some smallgoE
pean meeting around the same time.

Alberto liked to build up tension and then break it. He would
say something likéThe most fascinating question in this area concern
[...]. This is important since [...], and one needs dggmimifun-
damentally new ideas for making progress on it. Hencet Itaiil
about this, but about something completely difiengmidy, his talks
were never aseptic or overly polished. His overhead slidesevof-
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ten monochrome, written in black (until the black pen ran aft

ink) and then blue (until the blue pen ran out of ink). Theesid

did not matter at all, since he was so enthusiastic and efgictg in
presenting his results.

Whenever Alberto gave a talk at the Aussois meeting on com-

binatorial optimization, his last slide would contain aaemn the
latest wrongdoings of Silvio Berlusconi. | remember a sliida mau-
soleum, for which Berlusconi had to bend and rewrite the loga-
ter protection laws. | remember a slide on the past life of arfe
Berlusconi's incompetent ministers, and | remember thegrahat
talk Matteo got worried and told Alberto to be more cautiousa
diplomatic in his public statements. Gerhard

Announcements

Workshop: Nonlinear Optimization —
A Bridge from Theory to Applications

Erice, Italy June 10-17, 20T8is is the 59th Workshop of the In-
ternational School of Mathematics “G. Stampacchia” at titerde
Majorana Centre and Fondation for Scienti ¢ Culture (EMCES
It is the seventh Workshop on Nonlinear Optimization andatsd
topics. The preceding ones have been held every three yé&ating
from 1995.

The Workshop aims to review and discuss recent advances and

promising research trends in Nonlinear Optimization angtovide
a forum for fruitful interactions in strictly related eldsf research,
with a particular focus on applications. Topics include

constrained and unconstrained nonlinear optimization

global optimization

mixed integer nonlinear programming

derivative-free methods

nonsmooth optimization

nonlinear complementarity problems

variational inequalities

equilibrium problems

game theory

bilevel optimization

optimization and machine learning

applications of nonlinear optimization
The Workshop will include invited lectures (1 hour) and cobuted
lectures (30 minutes). Members of the international sdierdom-
munity are invited to contribute a lecture describing theinrrent
research and applications.

Invited lecturers who have con rmed the participation are:

Al o Borzi', University of Wurzburg, Germany

Vladimir Demyanov, University of St. Petersburg, Russia

Daniela Di Sera no, Il Universita di Napoli, Italy

Francisco Facchinei, Sapienza Universita di Roma, Italy

David Y. Gao, University of Ballarat, Australia

Manlio Gaudioso, Universita della Calabria, Italy

Tom Luo, University of Minnesota, USA

Kaisa Miettinen , University of Jyvaskyla, Finland

Laura Palagi, Sapienza Universita di Roma, Italy

Jong-Shi Pang, University of lllinois, USA

Stephen Robinson, University of Wisconsin, USA

Gesualdo Scutari, State University of New York at Buffal®AU
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The Scienti ¢ and Organizing Committe:
Gianni Di Pillo, Sapienza, University of Rome, Italy
Franco Giannessi, International School of MathematicE ST,
Erice, Italy
Massimo Roma, Sapienza, University of Rome, Italy
Further informationwww.dis.uniromal.it/~erice2013
Emailerice2013@dis.uniromal.it

11th EUROPT Workshop on Advances
in Continuous Optimization

June 26-28, 2013, Florence, Nley.announce the 11th EUROPT
Workshop which will be held in Florence on June 26-28, 2013.
The Organizing Committee is chaired by Laura Palagi (Sapieini-
versita di Roma) and Fabio Schoen (Universita degli Stededize).
EUROPT 2013 will be a satellite meeting of the XXVI EURO/
INFORMS joint meeting held in Rome July 1-4, 2013.

The primary objectives of EUROPT are to disseminate stéte-o
the-art knowledge and to support research in the broad arda o
continuous optimization. The Workshop will feature a serief in-
vited lectures, together with invited and contributed sess. Each
session will consist of three or four talks.

Topics include — but are not limited to — the following areas:
Linear and nonlinear local optimization

Large-scale optimization

Mixed integer nonlinear optimization

Derivative-free optimization

Global optimization

Complementarity and variational problems

Conic optimization and semi-de nite programming
Complexity and ef ciency of optimization algorithms
Convex and non-smooth optimization

Optimal control

Multi-objective optimization

Robust optimization

Semi-in nite programming

Stochastic optimization

Optimization in data mining

Optimization in industry, business and nance
Analysis and engineering of optimization algorithms
Optimization software development

Invited speakers

Jacek Gondzio (School of Mathematics, University of Edjhbu

Scotland, U.K.)

Chih-Jen Lin (Department of Computer Science, Nationakaai

University, Taiwan)

Marco Locatelli (Dipartimento Ingegneria Informaticajvdrsita

di Parma, Italy)

Registration feégegular: 200 EUR (early) / 300 EUR (late)
Student: 140 EUR (early) / 160 EUR (late)
Accompanying person: 120 EUR

Extra ticket for the conference dinner: 60 EUR

Early registration deadline: May 10th, 2013

Please visitvww.europt2013.ordor more information or contact
europt2013@gmail.com

Florence is one of the top destinations for culture, art aoditism,

Gerhard W. Weber, Middle East Technical University, Ankara and it is widely recognized as one of the most beautiful <ité

Turkey
Ya-Xian Yuan, Chinese Academy of Science, China

the world. Since the end of June is high tourist season, vangty
recommend to book as early as possible accommodation arnd. ig
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MIP 2013

July 22-25, 2013, University of Wisconsin-Madisonn M&tiddSA.
You are cordially invited to participate in the upcoming ¥wshop
in Mixed Integer Programming (MIP 2013). The 2013 Mixed Inte
ger Programming workshop will be the tenth in a series of ahnu
workshops held in North America designed to bring the intege
programming community together to discuss very recent dgye
ments in the eld. The workshop series consists of a singéekrof
invited talks and a poster session.

This year's con rmed speakers are:

Tobias Achterberg, IBM CPLEX Optimization

Pietro Belotti, Clemson University

Greg Blekherman, Georgia Institute of Technology

Sergei Chubanov, University of Siegen

Daniel Dadush, New York University

Marco Di Summa, University of Padova

Yuri Faenza, EPFL Lausanne

Oktay Gunluk, IBM T.J. Watson Research

John Hooker, Carnegie Mellon University

Matthias Koeppe, University of California, Davis

Quentin Louveaux, University of Liege

Carla Michini, ETH Zurich

Marco Molinaro, Carnegie Mellon University

Eduardo Moreno, Universidad Adolfo Ibanez

George Nemhauser, Georgia Institute of Technology

Thomas Rothvoss, MIT

Mohit Singh, McGill University

Gautier Stauffer, Grenoble Institute of Technology

Mathieu Van Vyve, Catholic University of Louvain

Juan Pablo Vielma, MIT

Laurence Wolsey, Catholic University of Louvain

Bo Zeng, University of South Florida

Muhong Zhang, Arizona State University
The workshop is designed to provide ample time for discussiod
interaction between the participants, as one of its aimisacili-
tate research collaboration. A poster session will be heidiee rst
evening of the workshop (July 22). Thanks to the generoupatip
by our sponsors, registration is free.

MIP 2013 Organizing Commitfemitabh Basu, University of Cal-
ifornia, Davis; Daniel Bienstock, Columbia Universitygeftb Del
Pia, ETH Zurich; Santanu Dey, Georgia Tech; Jim Luedtkegndity
of Wisconsin-Madison.

Information and registration:
https://events.discovery.wisc.edu/mip2048/
mip2013@discovery.wisc.edu

Recent Advances on Optimization

July 24-26, 2013, Toulouse, Frakmdnternational conference on
optimization will be organized under the umbrella of a reskgro-
gramme supported by the RTRA STAE foundation in Toulouse.

The conference will address topics in unconstrained and- con
strained optimization, with and without derivatives. Itivide also
the occasion to celebrate the many contributions made byigtta
L. Toint to the eld. A half-day session related to the RTRAala
assimilation project “ADTAQO” will be part of this confereac

Contributed talks and posters related to the topics of thenzo
ference are welcome, and will be added to the programme aadar
schedule constraints permit.

OPTIMA 91

Con rmed invited speakers:

Stefania Bellavia — University of Florence (ltaly)

Andrew Conn — IBM T. J. Watson Research Center (USA)

John Dennis — Rice University (USA)

Andreas Griewank — Humboldt University of Berlin (Germany)

Michael Kocvara — The University of Birmingham (UK)

Jorge More — Argonne National Laboratory (USA)

Benedetta Morini — University of Florence (ltaly)

Jorge Nocedal — Northwestern University (USA)

Michael Powell — Cambridge University (UK)

Annick Sartenaer - University of Namur (Belgium)

Mike Saunders — Stanford University (USA)

Katya Scheinberg — Lehigh University (USA)

Luis Nunes Vicente — University of Coimbra (Portugal)

Ya-xiang Yuan — Chinese Academy of Sciences (China)

Stephen Wright — University of Wisconsin (USA)
Registratiorthanks to our sponsors, no registration fees are re-
quired. However registration is mandatory. Registratioformation
(name, rstname, af liation) should be sent directly to @itte Yzel
(yzel@cerfacs.Jr Registration deadline: May 15, 2013.

Information on how to submit your contribution can be found
on the webpage of the conferencevww.fondation-stae.net/fr/
optimization-july2013.html

Looking forward to welcoming you in Toulouse! On behalf oé th
scienti ¢ and local organization committees: Coralia @ariNick
Gould, Serge Gratton and Xavier Vasseur

MOPTA 2013

August 14-16, 2013, Lehigh University, Rauch Busimes8&lblg-
hem, PA, USKMOPTA aims at bringing together a diverse group of
people from both discrete and continuous optimization, wWiog on
both theoretical and applied aspects. There will be a smaliber
of invited talks from distinguished speakers and contadutalks,
spread over three days. Our target is to present a diversecfesx-
citing new developments from different optimization aredsle at
the same time providing a setting which will allow increaséstac-
tion among the participants. We aim to bring together resdears
from both the theoretical and applied communities who do ostu-
ally have the chance to interact in the framework of a medagale
event.

Con rmed plenary speakers:

Brian Denton (U. of Michigan)

Abhijit Deshmukh (Purdue U.)

Omar Ghattas (U. of Texas at Austin)

Ignacio Grossmann (Carnegie Mellon U.)

Zhi-Quan (Tom) Luo (U. of Minnesota)

Jorge Nocedal (Northwestern U.)

Henry Wolkowicz (U. of Waterloo)
Organizing Committee:

Frank E. Curtis (Chair)

Tamas Terlaky

Katya Scheinberg

Ted K. Ralphs

Robert H. Storer

Aurélie C. Thiele

Larry V. Snyder

Eugene Perevalov

Luis F. Zuluaga
Further informationhttp://coral.ie.lehigh.edu/~mopta/

We look forward to seeing you at MOPTA 2013!
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PRELIMINARY ANNOUNCEMENT
SIAM Conference on Optimization 2014

GeolLMI 2013: Conference on Geometry
and Algebra of Linear Matrix Inequalities

November 12-16, 2013, Centre International de Rencaaiinés M May 19-22, 2014, Town and Country Resort & ConventionSaenter
matiques (CIRM), University of Marseille, Luminy,Thiarise con-  Diego, California, USA.

ference organized by Didier Henrion and Monique Laureritip
with the 3rd of cial meeting of the GeoLMI project funded Hyet
French National Research Agency.

The conference aims at bringing together various reseasche
pure and applied mathematics (real algebraic geometrynugative
algebra, functional analysis, continuous and discreimzttion) in-
terested in linear matrix inequalities and their applimatareas (op-
erations research, system control, performance analyfsityeamical
systems).

For details and how to register please consult the webpagbkef
conferencehttp://homepages.laas.fr/henrion/geolmil3

Application for Membership

| wish to enroll as a member of the Society. My subscriptioforisny personal use

and not for the bene t of any library or institution.
O 1 will pay my membership dues on receipt of your invoice.
[J 1wish to pay by credit card (Master/Euro or Visa).

Conference themes:

Applications in health care
Applications in engineering

Conic optimization

Derivative-free optimization

Mixed integer nonlinear optimization
Nonlinear optimization

Polynomial optimization

Stochastic optimization

Organizing committee:

Miguel Anjos, Ecole Polytechnique de Montreal, Canadal{ao)
Michael Jeremy Todd, Cornell University, USA (co-chair)
Aharon Ben-Tal, Technion — Israel Institute of Technoltgggel
Andrew Conn, IBM Research, USA

Mirjam Ddr, University of Trier, Germany

Michael Hintermuller, Humboldt-Universitat zu Berlin, i@&any
Etienne de Klerk, Nanyang University of Technology, Sargap
Jon Lee, University of Michigan, USA

Todd Munson, Argonne National Laboratory, USA

Warren Powell, Princeton University, USA

Daniel Ralph, University of Cambridge, United Kingdom
Ariela Sofer, George Mason University, USA

Akiko Yoshise, University of Tsukuba, Japan

Malil to:

Mathematical Optimization Society
3600 Market St, 6th Floor
Philadelphia, PA 19104-2688

USA

Cheques or money orders should be made

Credit card no.

Expiration date

payable to The Mathematical Optimization
Society, Inc. Dues for 2013, including sub-

Family name

scription to the journalMathematical Pro-
grammingare US $90. Retired are $45.

Mailing address

Student applications: Dues are $22.50.
Have a faculty member verify your student

status and send application with dues to
above address.

Telephone no. Telefax no.

E-mail

Faculty verifying status

Signature
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Institution

Editor: Katya Scheinberg, Department of Industrial and Systemisd&mmg, Lehigh University, Bethlehem, PA, USAyas@lehigh.edum Co-Editors: Samuel
Burer, Department of Management Sciences, The Universiigvea, lowa City, I1A 52242-1994, USfamuel-burer@uiowa.edum Volker Kaibel, Institut fir Mathe-
matische Optimierung, Otto-von-Guericke Universitat Maburg, Universitatsplatz 2, 39108 Magdeburg, Germanyel@ovgu.dem Founding Editor: Donald
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